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Agenda

- 5G and Openstack Chat

- CVIM Introduction

- CVIM POD Types

- CVIM Deployment

- Compute & Network Technology Overview
- CVIM Software Update

- 5G Transition

- Future
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What is 5G anyway?

The minimum requirements:
for peak data rate: Downlink: 20 Gbit/s, Uplink: 10 Gbit/s
for peak spectral efficiencies: Downlink: 30 bit/s/Hz, Uplink: 15 bit/s/Hz
ETS' - user plane latency (single user, small packets): 4 ms for eMBB, 1 ms for URLLC
control plane latency (idle => active): 10-20ms
Other requirements:

maximum aggregated system bandwidth: at least 100 MHz, up to 1GHz in higher frequency bands (above 6GHz)
mobility: up to 500km/h in rural eMBB

Edge OTT / Public
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OpenStack: Industry Choice today for Telco Workloads
But It isn’t Simple

‘Command-line interfaces (nova, neutron, swift, etc)
Cloud Management Tools (Rightscale, Enstratius, etc)

Ul tools (Dashboard, Cyberduck, iPhone client, etc)

OpenStack can be Complex to y
Operate:
¢§ Teen VNCVMRC Ppeaik
@ U Block Storage mw}):::q
Complex interactions between services,

databases, messaging queues etc.

Health and performance of a cloud
is difficult to quantify, verify and monitor.

! o
~ o
ot
Identity
Service

Updates/upgrades require extensive human
effort and are prone to issues.
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Telco cloud characteristics

Far-Edge Edge Core Cloud

Distributed, Consistent, and Automated

» Abstracted infrastructure layer

« Automated lifecycle management

« (Centralized, end-to-end monitoring
 End-to-end service orchestration

« Network functions deployed anywhere

cisco E/We
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CVIM Introduction
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CVIM in ETSI NFV Reference Architecture and NFVI

OSS/BSS

ETSI Defined NFVI

Wl Virtual Storage| |Virtual Network
Compute
Virtualization Layer

Hardware Resources

Compute Storage Network

MANO

NFV
Orchestrator

VNF
Manager

Virtualized
Infrastructure
Manager

cisco EW

 ETSINFVI -

Physical + Virtual Infrastructure
resources (Compute, Storage
and Network)

 NFVI Solutions -

ETSI NFVI + VIM (*SDN
Controller) + Management

I NFVI

Hardware Software
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Telco cloud composition and ownership

< Single Vendor ... Multi-Vendor -
& Pre-packaged ... Custom = 0
0
: O
MANO S
! 2
VNFs U)
| i :
Virtualization Virtualization 5
] S
=
©
Pre-integrated =
<> Custom integration \Z
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CVIM : Deploy = Operate - Evolve

@ TOR Switches Inception >
Cloud definition

@ server >
Input validation

@ 4

Mgmt Node
.Servers Orchestration }
o Validation >

Bare-metal deployment

. Servers

Operating system setup

v

Storage setup

Openstack orchestration

@ servers

vV Vv

Test app deployment

cisco gfwe

v

\ i

Logging

Virtual Network Functions / Applications

y

@ TOR Switches

Al
Firmware upgrade

Y,

| Linux | | SW Repo | I NTP

l

. Management Node

| Rest API | | Log / Mon | I Bootup Mgr I

Software Reconfigure

U

@ Control Nodes | Linux || Openstack Control L&99‘F‘9 /
onitor
. Software patch
. - Software upgrade
. Logging /
@ Storage Nodes | Linux || Ceph Storage onior
. Add hardware
. Log/
@ Compute Nodes | Linux Openstack / KVM ke

Replace hardware

Enhance with
Bare-metal &
Containers

Enhance with
new hardware
& software

Y

Monitoring/Alerting
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M : Deploy = Operate - Evolve
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Network-wide Deployment with Cisco VIM

Centralized Infrastructure Management
Zero Touch Automated Deployment, Lifecycle Management, Software Distribution Management, Monitoring &
Assurance

One common management APl across aII POD types

I

1
Central Storage
& Management

&

0

Eram

Far-edge cloud Edge cloud Core Clo

=
o
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CVIM at-a-glance

Telco cloud platform ... through automation
that can be used to ... and focus on lifecycle

Grow Revenue

O O

Reduce Costs

cisco EW
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Our Contributions to Open Stack / Opensource

« Cloud Pulse

« Cloud Sanity

« Kloudbuster

« NFVbench

« VPP and networking-vpp
- MPLS EVPN

« Network Service Mesh

« Lots of patches

CIsco W
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Result is Open and Usable Solution

« Use Open Source where possible
« Open API access

- Many different VNF’s from multiple vendors have been deployed

CIsco W
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CVIM Pod Types

Far-edge cloud Edge cloud Core Cloud

Edge pod(s) Storage cluster Micro pod Full pod
OB Management switch !\é%\x(&gk OOB Management switch OB Management switch OOB Management switch
Hyper-converged pod
TOR switch pair & “ TOR switch pair y TOR switch pair & e . &
| OOB Management switch |
ConroSorsce— Compute
Control Storage Compute
Control
o] Control Storage Compute B | Control | Control |
Compute node on any type of
ST St
Nano pod(s) > | .
a
s € Roadmap
AR

< Small optimized form factor with specialized hardware ... Large form factor with standard hardware -

cisco W
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CVIM For Core Cloud

Far-edge cloud Edge cloud Core Cloud

Full pod
* Full pod
« Laraest form factor
g ) Hyper-converged pod e : ' =
« Typically used for VNFs like SO e S & ...........
VvEPC, and other general IT = __ 00B Management switch __ =l | |
applications &
witch pair R .
- Hyper-converged pod =
- Second largest form factor
« Storage co-located with
compute
- Suitable for use cases with y
moderate storage needs B oot o E
y Storae Compute | Storage |
y

aisco Lrgage

© 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public



CVIM for edge cloud

Far-edge cloud Edge cloud Core Cloud

Micro pod
* Micro pod
» Smallest form factor for independent cloud i _ _ &
« Control and Storage co-located with compute O svichoar IR - gl
* Typically used for small scale deployments, vVRAN vCU, and
MEC (Multi-access Edge Computing) use cases Control | Storage | Computo

* Also useful for small managed network services or SD-WAN

Storage
type use cases

Control Compute

i i H Control Storag C t
«  Configurable minimal overhead for Linux, Control and Eere S SR
Storage, all remaining resources available for workloads

Il CPU Socket 0

Control pinned and CPU Socket 1

confined to 2 cores

Cores reserved for storage (ceph)

CIsco W
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CVIM for far-edge cloud

Far-edge cloud Core Cloud

Edge cloud

. Edge pod Edge pod(s) Storage cluster
Network

Smallest form factor, with (WAN)
no volume storage, and =
image storage in shared & “ oo B
storage cluster

« Control co-located with f
compute _Control__

« Configurable minimal
overhead for Linux &
Control

« Supports specialized FPGA NICs and Real-time kernel for time sensitive VNFs like vVRAN vDU
« Typically used for remote deployments at small central offices that have limited power & space

Linux & Openstack__, | [EM CPU Socket 0
Control pinned and CPU Socket 1

confined to cores
CIsco
© 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public



CVIM for far-edge cloud Roadmap

* Nan

CIsco

Far-edge cloud Edge cloud Core Cloud

Nano pod(s)

Switch Compute node on any type of

0 pod CVIM pod

Single server form factor, with no volume storage, and image

storage in shared storage cluster

Management node functionality in in a VM running on some other
cloud or as a nano node running mgmt. role.

Similar to Edge pod, control co-located with compute
Configurable minimal overhead for Linux & Control

Supports specialized FPGA NICs and Real-time kernel for time
sensitive VNFs like vVRAN vDU

Typically used for sparsely populated remote deployments and/or
cloud-on-wheels for disaster relief networks

Eg s © 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public






Building CVIM

TEST

Continuous
Integration
System

BUILD

cisco W
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Deploying CVIM

Container-based Atomic Deployment and Update

VALIDATE

- T ===
: OpenStack HA Cluster
I
Update & |
—/ Deployment —/ |
I
|
I
\

DEPLOY

cisco W
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CVIM Network Segmentation

« API - OpenStack APl end point for managing/using the NFVI

. External - Link to world beyond the cloud via OpenStack virtual routers (L3 agent)

- Management/Provisioning network - PXE boot, management and OpenStack inter-service communication
« Provider - Link to existing infrastructure networks

« Tenant - Inter VM traffic via OpenStack tenant networks

- Storage - Ceph data replication traffic, access to Netapp, Cinder volume access

« CVIM API -Provides CVIM API, External access into CVIM mgmt. node, requires access to Openstack AP

Management /
Provisioning
Tenant
Storage
Openstack External
API
Management

cisco EW



Design Options

- Hardware Choices

- VIM configuration (at install time or reconfigure options)

Auto Backup Neutron base mac-address Cobbler CVIMMON

Enable Esc Priv Enable Read-only OpenStack Role Enable TTY LOGGING ES_REMOTE_BACKUP
External LB VIP FQDN External LB VIP TLS Heat Horizon Aliases

Install Mode Inventory Discovery Ironic LBAAS

LDAP MGMTNODE EXTAPI REACH NETAPP_SUPPORT Networking

NFVbench NFVI Monitoring Pod Name PROVIDER VLAN RANGES
Registry setup settings SNMP SRIOV CARD TYPE SSH Banner

Swiftstack Syslog Export Settings TENANT VLAN RANGES TORSwitch Information
Vim Admins Vim LDAP Admins VMTP

« Openstack Flavors -> CPU pinning, anti-affinity, huge pages, Thread isolation, NUMA nodes...

cisco W
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Compute & Network
Technology Overview

cisco E/W@



Compute and Networking Technologies

CPU Pinning and
CPU Isolation

A -~

-~ X

User Space threads
Unbounded Host Kernel threads

Interconnect

1
Pages
of W1

CcPU 2
Local memory

CPU 1
Local memory

NUMA Aware Placement

Socket 0

CPUO

|VM1 CPUI

QPI

Hugepages Default With Hugepages

Lak) Lok Lok ac ) Lax ) Lok Lak ) Lax) Lak ) Lok Lax ) Lok Lax) Lax)
Lak ) Lak ) Lk ak ) Lax ) Lak e ) Lak ) Lk Lo Lk Lak ) Lak ) L4k
Lak ) Lak ) Lk Lax ) Lax) Lak ek Lak ) Lk La ) Lk Lax ) La ) Lk ok Lax )
Lk Lo La ) L Lok Lak ) Lak ) Lak) Lak Lo Lak ) Lak ok Lax)
LAk L) Lk ak ) Lax ) Lok Lak ) Lax ) Lak) Lax ) Lax )

Lk La ) Lax ) Lk Lo Lak ) Lax ) Lak ) Lk Lo Lk Lok Lak ) Lk Lo Lax )
Lk Lo Lax ) Lk ok Lak ) Lak ) Lak ) Lax ] Lax )

Fast Data Plane

2)DPDK

DATA PLANE DEVELOPMENT KIT

PCI ¢
SR-IOV
- Jsie

cisco EW
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CVIM and VNF Compute Configurations

CPU Pinning and Thread Isolation are defined in Flavors.

Update Flavor Metadata

You can specify resource metadata by moving items from the left column to the right column. In the left column there are
metadata definitions from the Glance Metadata Catalog. Use the "Custom" option to add metadata with the key of your

choice.
Available Metadata Q Existing Metadata Q
Custom hw:cpu_policy = dedicated -
hw:cpu_thread_policy isolate -
hw:numa_nodes @ 2 ==

cisco W
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NUMA: Resource Locality

Memory AVAUN|

Memory
Controller

W CPU 2

1/0O
Controller

VM 3

VM y

Optimal Path

Suboptimal
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Virtual Switch

Virtual Switch

I ROR

H SRS
Bl B

alvalng |
cisco imm
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Intel VT-d
PCI Express

[VF1 ][VFZ ]..[VFn ] [ PF ]
| R

Hardware VEB

kernel

ciIsco
o
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Networking Technologies

Poll Mode
VM Driver
User Space
Virtual
Machine

Compute Host
User space

Virtual Kernel Driver Virtua Virtual
. _ Machine . Machi
e virtqueue virtqueue achine
| |
Compute Host Compute Host User—s_pace Compute Host
User space User space vSwitch User space
Tap Device B
OVS /LB Compute Host
Compute Host | Compute Host Kernel space
| VP
eth1 [ eth1 eth1
Kernel Space User Space SR-I0V

ascoE/W

Compute Host
Kernel space

VF
eth1

SR-I0V
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NFVBench: Performance Testing Made Easy

‘

Cisco VIM Management Node

= :0PNFV !

'

. NIC Compute node A
2-VNF chain i

(inter-node PVVP)
| 1 y
|1 = )

——
| L —] o
traffic W g
generator ﬁ_‘\\ g
CLI, REST, Insight GUI ~—

NIC Compute node B

cisco EW
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Performance Numbers

- Suggested Cisco live session-> BRKSDN-2411

cisco W
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Security

10

Years of SecCon,
the Cisco Security
Conference

TRAINING
AND

EDUCATION

35,000

Employees with
Continuous Security
Education

TEST VALIDATE
Continuous
Integration Update &
System _ / Deployment
System

BUILD
DEPLOY
Identify,
Assess & PRODUCT
Mitigate SECURITY

Risk BASELINE

200+

Specific Security
Requirements

PLAN DEVELOP

Threat Modeling & > Modules
Security Requirements ™

THREAT
MODELING

1000+

Features
Per Quarter

MONITOR (o050 Ml VALIDATE

PHASE OVERVIEW y

VULNERABILITY

TESTING OPERATE

Security & Operational
ment

LAUNCH
Security Readiness
Criteria

Whitehat  Leverages

Hacking Several Checks (“igiend
Automated Protocol
Vulnerability Robustness
Testing Tools

cisco g%z

~
OpenStack HA Cluster

—— ==

SELinux everywhere

No unused services running
Host based firewall

Network segmentation
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HA architecture and more ...

Control node

Storage cluster
NIC port HA
ToR HA

Mgmt backup and restore
VNF HA

cisco EW
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Software Update

OSS system (or human) triggers CVIM
lifecycle manager (one command)

* Every version corresponds to a single
file that is downloaded to management
node.

* Update will download all updated
packages, check integrity, and install
where needed.

* Ifanissue is detected, system is
automatically rolled back to state prior to
update start.

* If update includes kernel update,
controllers and storage nodes will be
rebooted one by one to ensure control
and storage remains up.

cisco EW

Virtual Network Functions / Applications

@ TOR Switches

| Linux | | SW Repo |

@ \Vanagement Node
[ RestaPi | [Log/mon | [ orcr/pxe |

. Logging /
@ Control Nodes| Linux | | Openstack Control | [ - 99,5
; Logging /
@ Storage Nodes | Linux || Ceph Storage o
: Log/
.Compute Nodes | Linux Openstack / KVM Mon

© 2020 Cisco and/or its affiliates. All rights reserved.
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Software Update

Virtual Network Functions / Applications

* OSS system (or human) triggers CVIM @ TOR Switches
lifecycle manager (one command)

* If update includes kernel update, then | unux | | swrepo |
) ) @ \Vanagement Node
only compute nodes with no running [ RestaPi | [Log/mon | [ orcr/pxe |
VNF’s are automatically rebooted. ®
Compute nodes with active VNF’s will _ Taaial
be put in reboot pending so operator @ Control Nodes| Linux || Openstack Control | | 0 ©
can determine appropriate reboot time. ®
This usually depends on the HA
mechanisms of the VNF’s. ® :
- If update succeeds, operator needs to @ Storage Nodes | Linux || Ceph Storage ",\‘jl%?]'i’t"gr’
commit the update before additional @
changes to the CVIM pod can be made.
This to ensure consistency. ®
@ Compute Nodes | Linux Openstack / KVM IR/Iogn/
®

cisco W
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Software Update: Rolling updates

- Rolling updates ensure control plane remains up.

Active Active Active

cisco E/Me
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Software Update: Rolling updates

Standby Active Active

cisco W
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Software Update: Rolling updates

Standby Active Active

&= Control i- 8= Conyol S T 8= Conpol T

cisco W
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Software Update: Rolling updates

Active Standby Active

&= Control i- 8= Conyol S T 8= Conol T
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Software Update: Rolling updates

Active Standby Active

&= Control i- 8= Coniol = - 8= Conpol T
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Software Update: Rolling updates

Active Active Standby

&= Control i- 8= Coniol = - 8= Conol T
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Software Update: Rolling updates

Active Active Active

&= Control i- 8= Coniol = - 8= Coniol -

cisco W
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Software Update: Compute nodes

- If kernel is updated, only compute nodes with no running workloads
are automatically rebooted.

- Other nodes are put in “pending reboot”, operator decides when to
reboot.

=l ( VNF-lactive ) ST VNF-2:.active )

Make VNF-1 standby C
T ( VNF-1:standby ) TN VNF-2:aciive )

Reboot compute C
E=Irl ( VNF-Lstandby ) X7 VNF-2:active )

Make VNF-1 active C
and VNF-2 standby 7 (| VNF-l:active | BTN VNF-2:standby ]

Reboot compute C
[ compute v2 S VIS IS VNF-2:standby |

Make VNF-2 active C

(__VNF-l:active ) E=ETTX7E( VNF-2:active )
cisco W
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CVIM Offline & Online Install / Update / Upgrade

7 CVIM
/" Software Hub  ~~s_ :

Software
Repository

’ Plug in to the

Download ’
’ Management Node

cisco W
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Technology and Architecture transitions

Rl uer | MEC
7 N\ N3 Apps
L B (e eCPRI ---- L 1l
e — % 1 1. Backhaul/ 5.
() . ackhaul / -
7~ Backhaul "I“ IP Core "I ) Fronthaul 7, Midhaul = “lpcore  + CP of
W

vEPC/5GC

Today Transformation in progress

0.5-20 ms
25-100pus | 10ms

b

[}

'
3¢ S
Edl '

o0

-----,,-
Ae--
—oke-
“hmeeWen

€O/ Agg Central / Regional DC
/MSO
» (g) C-RAN Central :
D RU}—(#¢ DU It Up ° =Services Internet
Fronthaul Internet POP

cisco W
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(Hard) Real Time Virtualization in CVIM

- Enabler for vRAN (vDU workload)

Tms Window

a

~970us time vDU is working w >

~30us time to deliver the next packet from NIC all the way to
the app running in the userspace of VM

cisco W
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Scaling the Edge: Central Control?

Core DC

Control
Control

© 2020 Cisco and/or its affiliates. All rights reserved. Cisco Public



Scaling the Edge

Core DC
Edge pod Unified
Management

R ool == Comoue

Nano pod

cisco W
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Moving workloads?

m NFV-O

Move VNF from compute-1
to compute-3 OSS/BSS
W & VNF-M

~ “Computel . et e

cisco W
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Moving workloads?
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Moving workloads?

cisco W
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Cisco VIM Integration with Cisco APIC

@ @ @ Cisco APIC Controller

A
| |
ACI Fabric
g : - « Option 1: CVIM configures ACI

VXLAN OVERLAY OEEErs e e e Geeen e using APIC API

» Option 2: CVIM consumes ACI
provided ML2 plugin. ACI
\ configures OVS via vswitch
» Option 3: Ships in the night
model.

ACCESS

Virtual Switch Virtual Switch

-1 -3 3-1"8 " o o
\ upvnsta(k/ CISCO VlM

OpenStack Cloud

mscoEW
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Future
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Future Use Cases

* New requirements from emerging 5G and Multi-access Edge (MEC) use cases:
* Lower latency — URLLC (Ultra Reliable Low Latency Communications), AR/VR
» Higher scale — mMTC (massive Machine Type Communications), 0T
» Higher bandwidth — eMBB (Enhanced Mobile Broadband)
* More programmability — Network Slicing

Pl
oﬂ

‘ NW Slices e - @
‘o

cisco W
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- Customers need special
capabilities in telco cloud
platform

- What matters is not just the
deployment, but the whole
lifecycle

- CVIM is all about
automation and completely
lifecycle management

- CVIM is evolving to enable
“Cloud Native” NFV

cisco gfga@&
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Thank you
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