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What is 5G anyway?

2G -> 3G -> 4G -> 5G
● Is it all about higher speed?

➡️ Low Latency

➡️ High Availability

➡️ Automation

➡️ Scale

The minimum requirements:

for peak data rate: Downlink: 20 Gbit/s, Uplink: 10 Gbit/s

for peak spectral efficiencies: Downlink: 30 bit/s/Hz, Uplink: 15 bit/s/Hz

user plane latency (single user, small packets): 4 ms for eMBB, 1 ms for URLLC

control plane latency (idle => active): 10-20ms

Other requirements:

maximum aggregated system bandwidth: at least 100 MHz, up to 1GHz in higher frequency bands (above 6GHz)

mobility: up to 500km/h in rural eMBB

ETSI ➡️
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OpenStack: Industry Choice today for Telco Workloads
But It isn’t Simple 

OpenStack can be Complex to 
Operate:

Complex interactions between services, 
databases, messaging queues etc. 

Health and performance of a cloud 
is difficult to quantify, verify and monitor. 

Updates/upgrades require extensive human 
effort and are prone to issues.
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• Abstracted infrastructure layer
• Automated lifecycle management
• Centralized, end-to-end monitoring 
• End-to-end service orchestration
• Network functions deployed anywhere

Far-Edge Edge Core Cloud

Telco cloud characteristics

Distributed, Consistent, and Automated



CVIM Introduction
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CVIM in ETSI NFV Reference Architecture and NFVI

MANO

NFV 
Orchestrator

VNF 1 VNF 3VNF 2

VNF-M 
(VNF 

Managers)

VNF 
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OSS/BSS

ETSI Defined NFVI

Hardware Resources

Compute NetworkStorage

EM 1 EM 3EM 2

Virtualization Layer

Virtual 
Compute

Virtual NetworkVirtual Storage

Virtualized 
Infrastructure 

Manager

• ETSI NFVI –
Physical + Virtual Infrastructure 
resources (Compute, Storage 
and Network)

• NFVI Solutions –
ETSI NFVI +  VIM (*SDN 
Controller) + Management
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Telco cloud composition and ownership
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CVIM : Deploy → Operate → Evolve

Enhance with
Bare-metal &
Containers 

Software patch

Software upgrade

Add hardware

Replace hardware

Firmware upgrade

Software Reconfigure

Monitoring/AlertingLogging

Cloud definition

Inception

Input validation

Validation

Mgmt Node 
Orchestration 

Bare-metal deployment

Operating system setup

Openstack orchestration

Storage setup

Test app deployment

Enhance with 
new hardware 
& software
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CVIM : Deploy → Operate → Evolve

Centralized 
Monitoring &
Management
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Network-wide Deployment with Cisco VIM

Central Storage 

& Management

Centralized Infrastructure Management
Zero Touch Automated Deployment, Lifecycle Management, Software Distribution Management, Monitoring & 

Assurance 

One common management API across all POD types

Far-edge cloud Edge cloud Core Cloud
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CVIM at-a-glance
Telco cloud platform 

that can be used to ... 

... through automation 

and focus on lifecycle

Deploy

OperateEvolve
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• Cloud Pulse

• Cloud Sanity

• Kloudbuster

• NFVbench

• VPP and networking-vpp

• MPLS EVPN

• Network Service Mesh

• Lots of patches 

Our Contributions to Open Stack / Opensource
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• Use Open Source where possible

• Open API access

• Many different VNF’s from multiple vendors have been deployed

Result is Open and Usable Solution



CVIM POD Types
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CVIM Pod Types

Far-edge cloud Edge cloud Core Cloud

 Small optimized form factor with specialized hardware ... Large form factor with standard hardware →
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CVIM For Core Cloud
Far-edge cloud Edge cloud Core Cloud

• Full pod
• Largest form factor

• Typically used for VNFs like 

vEPC, and other general IT 

applications

• Hyper-converged pod
• Second largest form factor

• Storage co-located with 

compute

• Suitable for use cases with 

moderate storage needs

Control

OOB Management switch

Management

Control

Control

Storage

Storage

Storage

Storage

TOR switch pair

Compute

Full pod

Compute

Control

OOB Management switch

Management

Control

Control

Storage Compute

Storage Compute

Storage Compute

TOR switch pair

Compute

Hyper-converged pod

0 to 46
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CVIM for edge cloud
Far-edge cloud Edge cloud Core Cloud

Control Storage

OOB Management switch

TOR switch pair

Management

Compute

Control Storage Compute

Control Storage Compute

Compute

Micro pod

• Micro pod
• Smallest form factor for independent cloud

• Control and Storage co-located with compute

• Typically used for small scale deployments, vRAN vCU, and 

MEC (Multi-access Edge Computing) use cases

• Also useful for small managed network services or SD-WAN 

type use cases

• Configurable minimal overhead for Linux, Control and 

Storage, all remaining resources available for workloads 0 to 16

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

CPU Socket 0

CPU Socket 1

Linux & Openstack 

Control pinned and 

confined to 2 cores 

Cores reserved for storage (ceph)
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CVIM for far-edge cloud
Far-edge cloud Edge cloud Core Cloud

Control

OOB Management switch

Management

Compute

Control Compute

Control Compute

OOB Management switch

Management

Storage

Storage

Storage

Edge pod(s) Storage cluster

Network 
(WAN)

TOR switch pair TOR switch pair

Compute

• Supports specialized FPGA NICs and Real-time kernel for time sensitive VNFs like vRAN vDU

• Typically used for remote deployments at small central offices that have limited power & space

0 to 16

• Edge pod
• Smallest form factor, with 

no volume storage, and 

image storage in shared 

storage cluster

• Control co-located with 

compute

• Configurable minimal 

overhead for Linux & 

Control

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

CPU Socket 0

CPU Socket 1

Linux & Openstack 

Control pinned and 

confined to 2 cores 
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CVIM for far-edge cloud
Far-edge cloud Edge cloud Core Cloud

Control Compute

Nano pod(s)

Switch
Compute node on any type of 

CVIM pod
Management VMs Compute

• Nano pod
• Single server form factor, with no volume storage, and image 

storage in shared storage cluster

• Management node functionality in in a VM running on some other 

cloud or as a nano node running mgmt. role.

• Similar to Edge pod, control co-located with compute

• Configurable minimal overhead for Linux & Control

• Supports specialized FPGA NICs and Real-time kernel for time 

sensitive VNFs like vRAN vDU

• Typically used for sparsely populated remote deployments and/or 

cloud-on-wheels for disaster relief networks



CVIM Deployment
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Building CVIM

RH 
OpenStack 

RPMs

Cisco
VIM 

Orchestration

Docker
Containers

Repo

Continuous 
Integration 

System

TEST

BUILD
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Deploying CVIM

Docker
Containers

Repo

Update & 
Deployment 

System

Controller - 1

Controller - 2

Controller - 3

OpenStack HA Cluster

Container-based Atomic Deployment and Update

VALIDATE

DEPLOY
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Control

CVIM Network Segmentation

• API – OpenStack API end point for managing/using the NFVI

• External – Link to world beyond the cloud via OpenStack virtual routers (L3 agent)

• Management/Provisioning network – PXE boot, management and OpenStack inter-service communication

• Provider – Link to existing infrastructure networks

• Tenant – Inter VM traffic via OpenStack tenant networks

• Storage – Ceph data replication traffic, access to Netapp, Cinder volume access

• CVIM API –Provides CVIM API, External access into CVIM mgmt. node, requires access to Openstack API

Control
Control

Control

Control
Control

Storage

Control
Control

Compute Management

External
Storage

Tenant

Openstack 

API

Management / 

Provisioning

Provider

CVIM API 

(optional) Unified Management

(optional) CVIM-MON
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Design Options
• Hardware Choices

• VIM configuration (at install time or reconfigure options) 

• Openstack Flavors -> CPU pinning, anti-affinity, huge pages, Thread isolation, NUMA nodes…



Compute & Network 
Technology Overview



© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Compute and Networking Technologies

CPU Pinning and 
CPU Isolation

NUMA Aware Placement

Hugepages Default With Hugepages

1GB 1GB 1GB

1GB

1GB

User Space threads
Unbounded Host Kernel threads

X

VM1 CPU

VM1 
Pages

VM1 I/O

Fast Data Plane

SR-IOV
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CVIM and VNF Compute Configurations

CPU Pinning and Thread Isolation are defined in Flavors.
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NUMA: Resource Locality

CPU 1 CPU 2

Memory 
Controller

Memory 
Controller

QPI

I/O 
Controller

I/O 
Controller

VM 1

VM 2

VM x

VM 3

VM 4

VM y

Optimal Path

Suboptimal

P
C

Ie

P
C

Ie
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Virtual Switch
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SR-IOV
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Networking TechnologiesNetworking Technologies
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NFVBench: Performance Testing Made Easy

Management

Compute

Compute

VNF1a

VNF1b
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• Suggested Cisco live session-> BRKSDN-2411

Performance Numbers
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Security

• SELinux everywhere

• No unused services running

• Host based firewall

• Network segmentation

• …
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HA architecture and more ...

• Control node

• Storage cluster

• NIC port HA

• ToR HA

• Mgmt backup and restore

• VNF HA

Control Control Control

HA Proxy

Active Active Active

Storage Storage Storage

osd osd osd
osd osd osd

osd osd osd

d

d-1
d-2

d-3



CVIM Software Update
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Software Update

• OSS system (or human) triggers CVIM 

lifecycle manager (one command)

• Every version corresponds to a single 

file that is downloaded to management 

node.

• Update will download all updated 

packages, check integrity, and install 

where needed.

• If an issue is detected, system is 

automatically rolled back to state prior to 

update start.

• If update includes kernel update, 

controllers and storage nodes will be 

rebooted one by one to ensure control 

and storage remains up.

Management Node

Control Nodes

Storage Nodes

Compute Nodes

TOR Switches

Virtual Network Functions / Applications

Linux Openstack Control
Logging / 

Monitor

Linux

Linux

Ceph Storage
Logging / 

Monitor

Openstack / KVM
Log / 

Mon

Linux

Rest API

SW Repo

Log / Mon

NTP

DHCP / PXE
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Software Update

• OSS system (or human) triggers CVIM 

lifecycle manager (one command)

• If update includes kernel update, then 

only compute nodes with no running 

VNF’s are automatically rebooted. 

Compute nodes with active VNF’s will 

be put in reboot pending so operator 

can determine appropriate reboot time. 

This usually depends on the HA 

mechanisms of the VNF’s.

• If update succeeds, operator needs to 

commit the update before additional 

changes to the CVIM pod can be made. 

This to ensure consistency.

Management Node

Control Nodes

Storage Nodes

Compute Nodes

TOR Switches

Virtual Network Functions / Applications

Linux Openstack Control
Logging / 

Monitor

Linux

Linux

Ceph Storage
Logging / 

Monitor

Openstack / KVM
Log / 

Mon

Linux

Rest API

SW Repo

Log / Mon

NTP

DHCP / PXE
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Software Update: Rolling updates

• Rolling updates ensure control plane remains up.

Control

HA Proxy

Active

v1 Control

Active

v1Control

Active

v1
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Software Update: Rolling updates

Control

HA Proxy

Active

v1 Control

Active

v1Control

Standby

v1
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Software Update: Rolling updates

Control

HA Proxy

Active

v1 Control

Active

v1Control

Standby

v2
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Software Update: Rolling updates

Control

HA Proxy

Standby

v1 Control

Active

v1Control

Active

v2
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Software Update: Rolling updates

Control

HA Proxy

Standby

v2 Control

Active

v1Control

Active

v2
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Software Update: Rolling updates

Control

HA Proxy

Active

v2 Control

Standby

v1Control

Active

v2
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Software Update: Rolling updates

Control

HA Proxy

Active

v2 Control

Active

v2Control

Active

v2
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Software Update: Compute nodes

• If kernel is updated, only compute nodes with no running workloads 
are automatically rebooted.

• Other nodes are put in “pending reboot”, operator decides when to 
reboot.

VNF-1:activeCompute  v1

Compute  v1

Compute  v2

Compute  v1

Compute  v1

Compute  v1

Compute  v2

Compute  v2

Compute  v2

Compute  v1

Compute  v2

Compute  v2

Make VNF-1 standby

Reboot compute

Make VNF-1 active 

and VNF-2 standby

Reboot compute

Make VNF-2 active

VNF-1:standby

VNF-1:standby

VNF-1:active

VNF-1:active

VNF-1:active

VNF-2:active

VNF-2:active

VNF-2:active

VNF-2:standby

VNF-2:standby

VNF-2:active
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Docker

Containers

Repo

Controller Nodes

Compute Nodes

Storage Nodes

NFVI

Admin

Software

Repository

Management

CVIM Offline & Online Install / Update / Upgrade

Download Plug in to the 

Management Node

CVIM

Software Hub



5G Transition
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Technology and Architecture transitions
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(Hard) Real Time Virtualization in CVIM
• Enabler for vRAN (vDU workload) 

1ms Window

~970us time vDU is working

~30us time to deliver the next packet from NIC all the way to 
the app running in the userspace of VM
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Core DC

Scaling the Edge: Central Control?

Control Compute

Control Compute

Control Compute

Control Compute

Edge pod

Nano pod

Control

Control

Control

3 cores gained (2% gain)
Resiliency reduced

1 core gained (2% gain)
Resiliency reduced

• Compute scaling limited by 
messaging bus bottleneck

• Additional complexity to 
maintain resiliency

Control Plane suffers from:
• Random delay
• Packet loss
• Out of order messages
• Unpredictable reliability
• …Huge 

Blast 
Radius
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Core DC

Scaling the Edge

Control Compute

Control Compute

Control Compute

Control Compute

Edge pod

Nano pod

Unified 
Management

CVIM MON HA

Centralized management

NFV-O

Provides Geo Redundancy

Centralized 
Monitoring and 
Alerting

Local control plane
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Moving workloads?

VNF activeVNF active

Compute 1 Compute 2 Compute 3

Move VNF from compute-1 
to compute-3 OSS/BSS

NFV-O

VNF-M
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Moving workloads?

VNF activeVNF standby

Compute 1 Compute 2 Compute 3

OSS/BSS

NFV-O

VNF-M

VNF 1

Make instance standby
(all live traffic over 

compute-2)

Create Instance on 
compute-3
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Moving workloads?

VNF activeVNF standby

Compute 1 Compute 2 Compute 3

OSS/BSS

NFV-O

VNF-M

VNF 1 active

Remove Instance

Make instance active
(spread load across both 

VNF)
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Cisco VIM Integration with Cisco APIC



Future
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Future Use Cases
• New requirements from emerging 5G and Multi-access Edge (MEC) use cases: 

• Lower latency – URLLC (Ultra Reliable Low Latency Communications), AR/VR 

• Higher scale – mMTC (massive Machine Type Communications), IoT 

• Higher bandwidth – eMBB (Enhanced Mobile Broadband) 

• More programmability – Network Slicing 
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• Customers need special 
capabilities in telco cloud 
platform

• What matters is not just the 
deployment, but the whole 
lifecycle

• CVIM is all about 
automation and completely 
lifecycle management

• CVIM is evolving to enable 
“Cloud Native” NFV

Deploy

OperateEvolve



Thank you



#CiscoEngage


